Recurrent Neural
Network (RNN)



Example Application

* Slot Filling

| would like to arrive Taipei on November 2",

87

A 4

ticket booking system

Destination: Taipei

Slot
time of arrival: November 2nd




Example Application

Solving slot filling by
Feedforward network?

Input: a word

(Each word is represented
as a vector)

Taipel :>




1-of-N encoding

How to represent each word as a vector?

1-of-N Encoding lexicon = {apple, bag, cat, dog, elephant}

The vector is lexicon size. apple=[1 0 0 0 O]
Each dimension corresponds bag =[0 1 0 0 0]
to a word in the lexicon cat =[0 0 1 O O]
The dimension for the word dog =[0 0 0 1 0O
is 1, and others are O elephant =[0 0 O O 1]




Beyond 1-of-N encoding

Dimension for “Other” Word hashing
apple &£ 0 a-a-a 0 )
bag o a-a-b 0
cat & 0 a—fo—p é
dog & 0 5 : >26X26X26
elephant £ 0 e Q
: p-p-l (1
“other” 1 . : “ ”
/'\ : ) w="a ple

w = “Gandalf” w = “Sauron”



Example Application time of

dest departure

Solving slot filling by N V2
Feedforward network? I 1

Input: a word I I

(Each word is represented
as a vector)

Output: I I

Probability distribution that

the input word belonging to
the slots

Taipel |:> Xy Xy




Example Application time of

dest departure

Aarrive Taipei on November 2nd % *

N R R R @ @
other dest other time time
>

A leave | Taipei on November 2 @

place of departure

o N
Neural network Taipei ‘ X, X,
needs memory!




Recurrent Neural Network (RNN)

Vi Y

The output of hidden layer JI- }

are stored in the memory.

Memory can be considered X, X,
as another input.




Input sequence: [ﬂ [ﬂ [3] ......
Example  output sequence: [£]

Vi Y
| 4 | 4

/ /

given Initial g g

values o ! / /

All the weights are “1”, no bias

All activation functions are linear



Input sequence: [ﬂ lﬂ [3]
Exa m p | e output sequence: [jﬂ H;

Vi )
I 12 1 12
y/ /
store
6 6
2 2 / /
All the weights are “1”, no bias 1 1

All activation functions are linear



Input sequence: [ﬂ [ﬂ B] ......
Exam P le output sequence: [jﬂ H;“gg
V2

Changing the sequence 32
order will change the output.

16

All the weights are “1”, no bias

All activation functions are linear



R N N The same network is used again and again.

Probability of Probability of Probability of
“arrive” in each slot  “Taipei” in each slot ~ “on” in each slot

tal store
—_r

VAR el

8 arrive Talpei on November 2nd



RNN

Prob of “leave”  |Prob of “Taipei’ Prob of “arrive” | Prob of “Taipei’
in each slot in each slot in each slot in each slot

The values stored in the memory is different.



Of course it can be deep ...




Elman Network & Jordan Network

ElIman Network Jordan Network

t+1
Y




Bidirectional RNN




Long Short-term Memory (LSTM)

Other part of the network

Special Neuron:
4 inputs,
1 output

Signal control
the output gate

(Other part of
the network)

Output Gate

“ Forget

Input Gate

Signal control
the forget gate

(Other part of
the network)

Signal control
the input gate
(Other part of
the network)

Other part of the network



} a = h(c)f(2,)

[ )—>’multi I
ﬁ Output Gate PY

f(2,)

h(c")

Forget Gate

fz) |9@)f(z)
< > ,multiply

Input Gate

9(2)

@ Block

Activation function fis
usually a sigmoid function

Between O and 1

Mimic open and close gate

< Zf

¢' = g@f(z) +cf(7)

12



LSTM - Example

0 0 3 3 7 7 0 6
X1 1 3 2 4 2 1 3 6 1
X2 0 1 0 1 0 0 1 |1 0
x; O 0 0 0 0 1 0 O 1

When x, = 1, add the numbers of x, into the memory
When x, = -1, reset the memory

When x; = 1, output the number in the memory.
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Input Gate

() >

Forget Gate

Block

[EEY

o

/71 O

1 3
0 |1
1] O



Forget Gate

O

Block

[EEY

o

/71 O

1 3
0 |1
1] O
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Forget Gate

()

Block

0 0
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Forget Gate
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Block
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Forget Gate

(O

Block

[EEY
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/71 O
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Original Network:

» Simply replace the neurons with LSTM

Xq X5 Input



4 times of parameters  X; X,  Input






LSTM







Multiple-layer
LSTM

Don’t worry if you cannot understand this.
Keras can handle it.

Keras supports
“LSTM”, “GRU”, “SimpleRNN" layers

This is quite
standard now.

https://img.kom|coIIe.org/2015 09- 20/src/14426967627131.g|f



Learning Target

Training /

Sentences: arrive Talpei on November 2nd

other dest other time time



Learning

Backpropagation
through time (BPTT)

w < w—ndL / ow




N B ARA [FE
TEftERRGER

Unfortunately ......

* RNN-based network is not always easy to learn

Real experiments on Language modeling

« sometimes

Lucky

>4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Epoch

Total Loss




The error surface is rough.

T 0.35
et 7 .0-30

CIipping 10.25
j i '0.20

'0.15
'0.10
'0.05

$So7 |e101

-2.0
W, [Razvan Pascanu, ICML'13]

g, <06 L& e



Why?

w=1 =) y1000 =1 Large Small
w=101 = v ~20000 oL /ow Learning rate?
w=099 == yP=0 small Large
w=0.01 mm) 1000+ dL/ow Learning rate?
—\W999
Ve V2 V3 /1000
Toy Example
Il ]1 ]1 1




Helpful Techniques

* Long Short-term Memory (LSTM)

e Can deal with gradient vanishing (not gradient
explode) T

» Memory and input are —
added

» The influence never disappears
unless forget gate is closed

No Gradient vanishing
(If forget gate is opened.) —/)

Input Gate

Gated Recurrent Unit (GRU):
simpler than LSTM (Cho, EMINLP'14] i




Helpful Techniques

: Structurally Constrained
Clockwise RNN Recurrent Network (SCRN)

KRR - NS —X 4 B, = as,_; +(1—a)Bx,
Slow varying context feature

[ | S "

[Jan Koutnik, IMLR’14] [Tomas Mikolov, ICLR’15]

Vanilla RNN Initialized with Identity matrix + ReLU activation
function [Quoc V. Le, arXiv’15]
» Outperform or be comparable with LSTM in 4 different tasks



More Applications ......

Probability of Probability of Probability of
“arrive” in each slot  “Taipei” in each slot  “on” in each slot

2

Input and output are both sequences
with the same length

8 arrive Talpei on November 2nd



Many to one

* Input is a vector sequence, but output is only one vector

Sentiment Analysis ‘ T

BRsE ... | | %S

=]
ET}E%B%%%J AT %E%BEE%%EJ @ i

==
Positive (IEE5) Negative (&%8) Positive (1IFEE5) ‘ He s
[




I\/l a ny to O n e [Shen & Lee, Interspeech 16]

* Input is a vector sequence, but output is only one vector

4
)| 'OT

> > > >
M Key Terms:

Extraction 4 4 2 2 4 DNN, LSTN
V| |V |V Vs V;

4 42 4 2 'S Output Layer

Embedding Layer
1 1 [ 1

document XX X % e X Hidden Layer

Embedding Layer
S A s & + 1
07OV, Vi 1V (Vg Vg o IV 2o
at:
2 0rOV; O—O—0O—0C ® T
®: cosine similarity | o, o o a . o |

Sheng-syun Shen, Hung-Y1 Lee, "Neural Attention Models for Sequence Classification: Analysis and Application to Key Term Extraction and Dialogue
Act Detection", the 17th Annual Conference of the International Speech Communication Association INTERSPEECH'16), San Francisco, Sept. 2016



Many to Many (Output is shorter)

* Both input and output are both sequences, but the output
is shorter.

* E.g. Speech Recognition

Output: “4F#&” (character sequence)

Problem? .

Why can’t it be A S S 1 %%'*3%
R f11ttt1d

IIIIIII oo
Input:
sequence)



Many to Many (Output is shorter)

* Both input and output are both sequences, but the output
is shorter.

* Connectionist Temporal Classification (CTC) [Alex Graves,
ICML'06][Alex Graves, ICML'14][Hasim Sak, Interspeech’15][Jie Li,
Interspeech’15][Andrew Senior, ASRU’15]

A Add an extra symbol “¢”  “4yfzf”

‘t representing “null” '

b 1 ot i b B
I

5 o
I 11

I 11

af
SEERRER
JHH 1]

-—>?>rr?



Many to Many (Output is shorter)

* CTC: Training

Acoustic I I I I I I
Features:

Label: %F #%

%7
e |
T
o
e[ ]
© [

%7
e |
© [
T
o |
© I

© [
=
<

All possible alignments are
considered as correct.

27
© [
© [



Many to Many (Output is shorter)

* CTC: example

HIS FRIEND’S

A
4 A\
HOdI1S_0dddddF dORIDOGOOEND G'S -

1 S A | s

Graves, Alex, and Navdeep Jaitly. "Towards end-to-end speech recognition with
recurrent neural networks." Proceedings of the 31st International Conference on

Machine Learning (ICML-14). 2014.

-

probability

o



Many to Many (No Limitation)

* Both input and output are both sequences with different
lengths. —> Sequence to sequence learning

* E.g. Machine Translation (machine learning—>f%z3£2.%)

Containing all
information about
input sequence

l
BU!UJE7

aulyoew —.



Many to Many (No Limitation)

* Both input and output are both sequences with different
lengths. —> Sequence to sequence learning

* E.g. Machine Translation (machine learning—>f%z3£2.%)

B

Ak
VARVIRVARVIRV

Don’t know when to stop

|

aulyoew —.
duluies| —




Many to Many (No Limitation)

PEREHE SR P EHE S Y — TR ERR DL - BHHERS A SRR {DUE SR AT [E]
eSS R B Ry TE] o IHE SRV RS - MBUARETIE
JREA TR EFH



Many to Many (No Limitation)

* Both input and output are both sequences with different
lengths. —> Sequence to sequence learning

* E.g. Machine Translation (machine learning—>f%z3£2.%)

\ A

1\ 1\ T\
‘ |

\/
—_ U}El

VARVIRVIRV/

Add a symbol “===" (&)

auiyoew
3uluies|

[llya Sutskever, NIPS’14][Dzmitry Bahdanau, arXiv’15]



https://arxiv.org/pdf/1612.01744v1.pdf

Many to Many (No Limitation)

* Both input and output are both sequences with different
lengths. —> Sequence to sequence learning

* E.g. Machine Translation (machine learning—>f%z3£2.%)

com-bien colte le pe- tit dé- jeu- ner?

@‘é\zo 2 I.\@fé M‘Vl*l 0*-4»0-“-—»

"\ X
e & e Qé\ ¥ A,
how I
how
ik much I

i is

the the

breakfast - breakfast

? ?
(a) Machine translation alignment (b) Speech translation alignment

Figure 1: Alignments performed by the attention model during training



Sequence-to-sequence
Auto-encoder - Text

* To understand the meaning of a word sequence,
the order of the words can not be ignored.

white blood cells destroying an infection positive
- -
exactly the same bag-of-word d|ffer§nt
meaning
-

an infection destroying white blood cells » negative



Sequence-to-sequence
Auto-encoder - Text

food any find didn’t she . hungry was  Mary

" P P il

:] Encode

Mary was hungry . she didn’t find any food

Li, Jiwei, Minh-Thang Luong, and Dan Jurafsky. "A hierarchical neural autoencoder
for paragraphs and documents." arXiv preprint arXiv:1506.01057(2015).



Sequence-to-sequence
Auto-encoder - Text

food any find didn’t she . hungry was Marry

Deoode-Word 44‘

Decode-Sentence

Encode-Sentence Vi i,

Encode-Word

Mary  was hungry . she didn’t find any food

Li, Jiwei, Minh-Thang Luong, and Dan Jurafsky. "A hierarchical neural autoencoder
for paragraphs and documents." arXiv preprint arXiv:1506.01057(2015).



Sequence-to-sequence

Auto-encoder - Speech

Audio archive divided into variable- Off-line
length audio segments

4 Audio
‘M =P Segmentto wp
-‘ ] = Vector

Audio
ﬂ" H44 ==Pp Segment to =)y [l m—) Slmllarlty
Spoken Vector ‘

Quer
Y On-line Search Result




Sequence-to-sequence
Auto-encoder - Speech

D
¢
) . vector

| L
audio segment

RNN Encoder me

represent the whole audio

segment
' ﬂ The vector we want

| | | ] How to train RNN Encoder?




Sequence-to-sequence

Auto-encoder

The RNN encoder and

decoder are jointly trained.

RNN Encoder

L

[t 1 1

Input acoustic features

$

X1 X5
:
J

J

J

X, acoustic features

MW audio segment

RNN Decoder




Sequence-to-sequence
Auto-encoder - Speech

* Visualizing embedding vectors of the words

0.3 |
0.25-
0.2 few

O_
_0.05- fight ‘ |
T ‘ - new
-0.1F T .

-0.15[

_0. oL ! ! ! ! | ! ! ! ! |
-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25



Demo: Chat-bot

w ' am fine <EOL>

L1

How are you <EOL>

LSTM Encoder LSTM Decoder

EIRH A (¥40,000 sentences) + FELIL AR



Video Caption Generation

<pad>

[ LsTM | LsTM [ LSTM [+ LSTM |+ LSTM |4 LsTM

A

<

¥

talking

T
Encoding stage

Correct descriptions.

3

SZ: man is dinIe, :«st;mts on his bike.

-

S2VT: A i)en‘l of z'ebras'are walking in a field.

S2VT: A young woman is doing her hair.

S2VT: A man is shooting a gun at a target.

T
Decoding stage

Relevant but incorrect
descriptions.

S2VT: A small bus is running into a building.

$2VT: A man is cutting a picce of a pair of a paper.

S2VT: A cat is trying to get a small board.

- -
!/ n/

S2VT: A man is spreading butter on a tortilla.

—
time

Irrelevant descriptions.

S2VT: A black clip to walking through a path.

Subhashini Venugopalan, Marcus Rohrbach, Jeffrey Donahue, Raymond Mooney, Trevor Darrell, and Kate Saenko. 2015. Sequence
to Sequence -- Video to Text. In Proceedings of the 2015 IEEE International Conference on Computer Vision (ICCV) (ICCV '15).
IEEE Computer Society, Washington, DC, USA, 4534-4542.



Demo: Image Caption Generation

* Input an image, but output a sequence of words
[Kelvin Xu, arXiv’15][Li Yao, ICCV’15]

A vector
for whole

woman is ===

"\ 1\ I\ N !

£ Pl . .
= * image Caption Generation




Attention-based Model

What you learned Breakfast

in these lectures today
p N

What is deep
_ learning? ‘
T y )

Answer« Organize

summer
vacation 10
years ago

http://henrylo1605.blogspot.tw/2015/05/blog-post_56.html



Attention-based Model

Input

D\ AN ———— output

Reading Head
Controller

Reading Head

Machine’s Memory

Ref:
http://speech.ee.ntu.edu.tw/~tlkagk/courses/MLDS 2015 2/Lecture/Attain%20(v3).e
cm.mp4/index.html



Attention-based Model v2

Input ——— AN —— output

Reading Head Writing Head
Controller Controller

Writing Head Reading Head

~ Machine’s Memory

Neural Turing Machine



Reading Comprehension

— DNN/RNN —

Reading Head
Controller

Semantic
Analysis

e

Each sentence becomes a vector.




---------------- -
’
4 > a
: o o mm)]
| Weighted Sum A u Predicted
1 e - N\ Answer
Embeddidlg ¢ || )
11 :
Sentences C pji I 8 I I TITT 1§
e Softmax A g
4 \
1 I | | | I | 5
) my 2
Embeddifig A =1
I &mm Product i
l\ u Embedding B
\
S . e Question, |#
a q
('I)he position of reading head:
Story (16: basic induction) Support
Brian is a frog. yes
Lily is gray.
Brian is yellow. yes
Julius is green.
Greg is a frog. yes
What color is Greg? Answer: yellow Prediction: yellow

End-To-End Memory Networks. S. Sukhbaatar, A. Szlam, J. Weston, R. Fergus. NIPS, 2015.
Keras example: https://github.com/fchollet/keras/blob/master/examples/babi_memnn.py



Visual Question Answering

. -
"7. !l ! ’
r

=

What is the mustache
made of?

bananas

source: http://visualga.org/



Visual Question Answering

— DNN/RNN —

Reading Head
Controller

A vector for
each region



